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Abstract Color and texture have been studied ex-
tensively in the field of computer vision and im-
age processing. This paper discusses the extrac-
tion of knowledge from visual data for texture cat-
egorisation. The objective is to use color and tex-
ture attributes to classify the different categories.
Two different fusion approaches, early fusion and
late fusion at feature level have been investigated
to combine both vocabularies (color and texture) in
a flexible manner in order to achieve better perfor-
mance. Support Vector Machines have been used
for classification task and experiments have been
conducted on a large dataset of ten different texture
categories. In our case late fusion performs better
than early fusion. Different combinations of color
and texture vocabularies are then tested for late fu-
sion. The results show that adding color informa-
tion with an appropriate texture vocabulary during
late fusion increases the overall performance sig-
nificantlly.

Keywords: Color vocabulary, Texture Vocabulary,
Texture Categorisation.

1 Introduction and Related Work

Images play a fundamental part in our daily commu-
nication and the large amount of pictures digitally
available are not manageable by humans anymore
[2]. Visual categorization is a difficult task, interest-
ing in its own right, due to large variations between
images belonging to the same class. Many features
such as color, texture, shape, and motion have been
used to describe visual information for visual catego-
rization [3]. This paper focuses on the difficult prob-
lem of texture categorisation.

There has been a large amount of success in using
“bag of visual words” models for object and scene
classification [9], [10], [11], [12], [13], [14],[4], and
[7]. The first stage in the method involves select-
ing keypoints or regions followed by representation

of these keypoints using local descriptors. The de-
scriptors are then vector quantized into a fixed-size
codebook. Finally the image is represented by a his-
togram of the code-book. The image classifier re-
ceives histogram representation as an input. The lo-
cal features play the same role as played by words
in traditional document analysis techniques [1], as
they are local and have high discriminative power. In
object detection tasks, the descritized features play
the role of visual words” predictive of certain object
class [4]. A classifier is then trained to recognize the
categories based on these visual words. Thus image
categorization means extracting features and finding
the corresponding words and applying classifiers to
the histogram representation of the image. Due to its
success, we will use the ”bag of visual words” ap-
proach to texture categorisation problem.

Creating a visual vocabulary is a challenging task
as some classes have very distinctive color, some
have very characteristic texture patterns and some are
characterized by combining both features. Our work
is based on building a visual vocabulary that explic-
itly represents the various aspects (color and texture)
to distinguish one class from another. To this end a
dataset has been introduced which consists of 40 im-
ages of each class. Ten classes (marble, wood, beads,
brick, foliage, graffiti, lace, clouds, fruit, and water)
have been taken for experiments. A separate vocab-
ulary is developed for color and texture. The vocab-
ularies created are then used for texture categorisa-
tion. The texture vocabulary is based on LBP (Local
Binary Patterns) and SIFT (Scale-Inavariant Feature
Transform) whereas for color three different options
have been considered namely RGB color vocabulary,
Hue vocabulary and Color Naming values based on
the work of [15]. Two different fusion approaches
at feature level have been investigated to combine
both vocabularies (color and texture) in a flexible
manner in order to achieve better performance. The



first approach, called early fusion, involves fusing
local descriptors together and creating one represen-
tation of joint texture-color vocabulary. The second
approach, called late fusion, aims at concatenating
histogram representation of both color and texture,
obtained independently. Different combinations of
color and texture vocabularies are tested for better
performance. Machine learning methods are often
used to tackle the problem of detection and classi-
fication of objects in high level categories. In our
approach SVM has been used for classification since
it is known to produce state-of-the-art results in high
dimensional problems.

To this end, the report has been organized as fol-
lows. In section 2 Vocabularies for texture and color
are discussed. Afterwards, in section 3 a combined
vocabulary is proposed. Section 4 presents the exper-
imental details like the classification algorithm, the
dataset used and the classification settings. Detailed
experiments are shown in section 5. Finally, we sum
up the conclusions.

2 Vocabulary for Texture and Color

Visual features color and texture are used to charac-
terise visual keywords. In case of late fusion, texture
and color vocabularies are developed separately and
then combined later on for categorisation. For early
fusion, vocabularies based on color and texture fea-
tures are fused together to create one representation
of joint texture-color vocabulary for categorisation.
In our approach LBP and SIFT are used to create
a texture vocabulary. Three options are considered
to create a color vocabulary namely RGB, Hue and
Color Naming values. The main essence of our work
lies in the combination of both vocabularies. In the
next sections both texture and color vocabulries will
be discussed in detail.

2.1 Texture Vocabulary

For human perception texture is an important visual
category. Texture is one of the most common low
level features and plays an important role for the
character of region for digital images. There are
many different ways of solving the problem of tex-
ture analysis. In this regard we investigate the use of
LBP and SIFT for creating texture vocabulary since
they are known to yield very good good performance

in recent texture studies [6], [5], [4], and [7].

The LBP operator can be regarded as a unifying
approach to the structural and statistical models of
texture analysis. LBP detects local patterns in an im-
age. In LBP a binary pattern is obtained for each
pixel in an image by thresholding a certain neigh-
borhood with the center pixel. A histogram is then
build out of these binary patterns. The most impor-
tant properties of LBP operator are its tolerance to
illumination and its computational simplicity. The
operator is usually applied to gray-scale images and
the derivatives of intensities.

There are several variations with LBP opera-
tors such as the rotation invariant LBP operator
(LBP};?R) Uniform patterns LBP (LBPﬁ’ZR), the
joint distribution of rotation invariant LBP oper-
ator with its local variance (LBP]{}%Q /VARp R).
For our experiments we have used all these variations
while creating a texture vocabulary.

Scale-invariant feature transform (SIFT) is used in
computer vision to detect and describe local features.
The SIFT algorithm was published by David Lowe in
[8]. The idea behind the algorithm was to find stable
image features that can be used for object recogni-
tion. A SIFT vocabulary is constructed by applying
the K-means algorithm to the set of local descrip-
tors extracted from the images. Euclidean distance is
used in clustering. The vocabulary size will be later
optimized on the performance score.

2.2 Color Vocabulary

A color vocabulary is created to represent the color
aspects of an image. The measured color values
vary significantly due to large amount of variations.
In this work color histogram approach is used in
the Hue, Saturation, Value (HSV) color space, Red,
Green, Blue (RGB) color space and Color Naming
values mentioned in the work of [15].

For RGB vocabulary, RGB values for each pixel
in an image are clustered using k-means clustering.
The number of clusters is optimized on the dataset.
In case of Hue vocabulary, the Hue descriptor pro-
posed by [16] is used to compute the Hue and Satu-
ration at each position. The work in [16] is principled
approach to extend the SIFT shape descriptor with a
color descriptor. The third method used to create a
color vocabulary is the color naming values based on
the work of [15]. Color naming involves the assign-



ment of linguistic color labels to image pixels. [17]
proposed to learn color names form real-world im-
ages and used PLSA model for learning. The 11 col-
ors names used are black, blue, brown, grey, green,
orange, pink, purple, red, white and yellow. For clus-
tering K-means method is used. The soft assignment
of colors have been used to make the distribution
more uniform which we found to improve the results.

3 Combined Vocabulary

After creating the color and texture vocabulary, both
vocabularies are then combined in a flexible man-
ner to achieve better performance. The discrimina-
tive power of each vocabulary varies for different
classes. Some classes are distinguished by color and
some by texture. The two texture vocaularies cre-
ated from LBP and SIFT features are combined with
the three color vocabularies namely RGB, HUE and
Color Naming values. Two techniques, early fusion
and late fusion have been used to combine the color
and texture vocabularies. As a next step both early
and late fusion have been analysed to decide which
one performs better in our case.

3.1 Early Fusion and Late Fusion

In early fusion, the local features of color and tex-
ture are combined before quantization. The fusion
involves concatenating the texture features and color
features and as a result of this concatenation a joint
vocabulary of both features is obtained using eu-
clidean distance in the K-means algorithm.

In late fusion the two features color and texture are
computed independently. The two features are then
fused together in one representation. Here the differ-
ent vocabularies are concatenated after quantization.
A weight vector « is introduced to obtain a combined
histogram n(w|I) of color and texture vocabularies
for an image I.

n(w|l) = (1)

« n(wcoloru)
(1 - Oé) n(wtextureu)

where w is the number of total vocabulary words,
Weolor are Color words and Wiegtyre are texture
words. The weight vector « is learned through cross-
validation on training data. A 4 fold cross validation
is used where the dataset is divided into training, val-
idation and test set.

The use of weight vector is neccessary to allow
the weighting of different feature representation in
the SVM classifier. Different combinations are tried
in order to achieve better performance.

4 Experimental Setup

The performance of combined vocabularies will be
tested on the classification task using SVM. Details
of the proposed procedures are outlined in this sec-
tion.

4.1 Feature Detection

Out of the five descriptors discussed so far, we used
dense detection in LBP, RGB, HUE and Color Nam-
ing values. Dense detection means that the descrip-
tor is computed for every pixel in the image. This
is unattainable in case of SIFT due to its computa-
tional cost. For SIFT, we use grid detection where
the extracted patches have radius 10 and are located
10 pixels apart.

4.2 Dataset

The approach outlined above is tested on a dataset
with 10 classes (Marble, Wood, Beads, Foliage,
Graffiti, Lace, Clouds, Fruit, and Water) with 40 im-
ages for each class. The images in the dataset have
been collected from Google, Flickr, and Corel im-
age collection. Figure 1 shows some of the images
from the dataset. The dataset is very challenging due
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Figure 1: Typical Examples of Each Class from the
dataset.

to wide range of textures and color in it. For exam-
ple, the Foliage class in our dataset has mostly green
color, however there are few images in this class that
have red color in it. Similarly there is a wide range



of different texture patterns and colors in Marble and
Graffiti class. Furthermore, the lace class contains a
lot of variations in scale.

4.3 Classification Settings

The dataset has been divided into train set, valida-
tion set and test set. A 4 fold cross validation has
been performed and as a result the train set contains
225 images whereas validation set comprises of 75
images. The test set contains 100 images. In our ex-
periments multiclass SVM is used for classification.
To evaluate the classification performance we use the
classification score. The classification score gives
the percentage of correctly classified instances in the
testset. To robustify the results we repeat the proce-
dure a hundred times for each of the experiments and
report the averaged classification score.

S Experiments

This section explains in detail the creation of color
and texture vocabularies and the proposed methodol-
ogy used for combining these vocabularies. In exper-
iment 1 early fusion will be compared with late fu-
sion. Experiment 2 is about optmizing the individual
vocabularies of texture. Experiment 3 provides an in-
sight of three color vocabularies. Experiment 4 deals
with combining both texture and color vocabularies
in order to optimize the classification performance.

5.1 Experiment 1: Early Fusion versus Late
Fusion

The first experiment is about the use of late fusion
versus early fusion. In order to decide we used one
texture and one color vocabulary. More precisely
SIFT and RGB vocabularies have been used to com-
pare the performance of these two methodologies.
In Table 1 the results of these experiments are sum-
merised. The results using late fusion show a bet-
ter classification score as compared to early fusion.
Therefore, from this point on only late fusion will be
considered to combine color and textue vocabularies.

Vocabulary Classification Score
SIFT 60.25
RGB 58.75
SIFT/RGB(EarlyFusion) | 62.73
SIFT/RGB(LateFusion) | 67.69

Table 1: Classification Score (percentage) using SIFT and
RGB during Early Fusion.

5.2 Experiment 2: Texture Vocabularies

This section provides detailed results obtained us-
ing only the texture information, while ignoring
color information. As a first step a texture vo-
cabulary has been created using local binary pat-
terns. There are different variations related to LBP
such as Rotation Invariant LBP (LBPI”;fR), Uni-

form LBP (LBP}:‘;?R) , Rotation Invariant with Uni-

form LBP (LBP};?}%Q), Rotation Invariant Vari-

ance LBP (VARpR) , and Joint distribution of
Rotation Invariant Uniform LBP with its Variance
(LBP§2/VARp ). As shown in Table 2, the uni-

ILBP operator PR IBinsClassification Score
LBPy, 8,1 36 p4.16
LBPE, 16,2 243162.30
LBPL%? 8,1 10 U7.27
LBPL2/VARp r[16,2/8,1 328 58.10
LBPF', + LBPE%8, 1 + 16, 2279 (64.27

Table 2: Classification Score (percentage) using LBP.

form LBP gives the better performance. From the
table it is also obvious that rotation invariance with
uniform patterns, LB P]Ef}‘f, does not help to improve
the over all performance. In fact it is the joint distri-
bution of LB P};f}éf operator with the VARp r oper-
ator that improves the performance as compared to
VARpRand LB Ing alone.

Moreover another texture vocabulary has been
created based on SIFT features. SIFT descriptor de-
scribes local features detected in the images as a
128 dimension vector. A visual vocabulary is then
learned from these descriptors using the k-means al-
gorithm. The results have also been calculated using
angle invariant SIFT descriptor but there has been no
gain in performance. Table 3 shows the classification
scores based on SIFT with different vocabulary size.
The optimal performance is achieved when the size
of the vocabulary is 600. After this, the performance



again drops as shown in the case of vocabulary with
the size of 800.

Vocabulary Size | Classification Score
200 55.30
400 58.17
600 60.25
800 59.13

Table 3: Classification Score (percentage) using SIFT.

5.3 Experiment 3: Color Vocabularies

The different options considered for developing a
color vocabulary are RGB, Hue, and Color Naming
values. Table 4 shows the classification scores based
on these 3 color vocabularies. The table shows that
the classification score obtained using RGB vocab-
ulary is better than the other two vocabularies. But
there is no significant differences in the classification
score of all three vocabularies.

Vocabulary | Vocabulary Size |Classification Score
RGB 50 58.75
HUE 50 58.14
CN 11 56.18

Table 4: Classification Score (percentage) using Color Vocab-
ularies.

5.4 Experiment 4: Combined Texture and
Color Vocabularies

The texture and color vocabularies are now combined
into one vocabulary by concatenating the histogram
representation (of color and texture), obtained inde-
pendently from each local feature. In the first step the
texture vocabulary based on SIFT is combined with
3 color vocabularies. Table 5 shows the classifica-
tion results obtained by combining SIFT with 3 color
vocabularies. Table 6 shows the classification results

Vocabulary Voc Size | Classification Score
SIFTandRGB | 650 71.45
SIFTandHUE | 650 70.34
SIFTandCN 611 71.13

Table 5: Classification Score (percentage) by combining SIFT
with Color Vocabularies.

obtained by combining LBP with 3 color vocabular-
ies. Table 7 shows the classification results obtained

Vocabulary Voc Size | Classification Score
LBPandRGB | 110 67.86
LBPandHUE | 110 66.54
LBPandCN 71 65.88

Table 6: Classification Score (percentage) by combining LBP
with Color Vocabularies.

by combining SIFT and LBP together with 3 color
vocabularies. The final class-wise score of best vo-

Vocabulary Voc Size|Classification Score
SIFTandLBPandRGB|710 76.45
SIFTandLBPandHU E|710 74.51
SIFTandLBPandCN |671 70.39

Table 7: Classification Score (percentage) by combining LBP
and SIFT together with Color Vocabularies.

cabulary of texture alone, best vocabulary of color
alone and best combined vocabulary (LBP, SIFT and
color) is shown in Figure 2.

100 1

= Texture
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m Color
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Figure 2: Classification score of each class using the best Tex-
ture, Color and Combined vocabularies. Note that the perfor-
mance of combined vocabulary is significantlly better than the
performance of individual texture and color vocabularies.

Here it is clear in Figure 2 that the combined
vocabulary provides the best classification perfor-
mance. There is only one class, lace, which shows
a slight decrease in performance in case of combined
vocabulary. The class performs best with texture
alone. Thus it seems that the introduction of color for
this class confuses the classifier and hence the clas-
sification score decreases. Except this class all other
classes enjoy the addition of color and the over all
performance of all nine classes increases in case of
combined vocabulary.




5.5 Conclusions

The results shows that late fusion is better than early
fusion. This could be due to the fact that in most
of the categories only one of the cues, either color
or texture, is constant. For example, foliage class
is difficult to classify based on texture but relatively
stable with respect to color appearance. In this case
it is hard to find visual words based on early fusion
that are consistent. As a next step late fusion has been
analysed deeply by trying different combinations of
both color and texture vocabularies.

Both cues, color and texture are found to be cru-
cial to obtain a good overall classification score. Tex-
ture alone obtained 64.27%, color alone 58.75%,
and the combination got 71.45%.When combining
the vocabularies, color improves texture classifica-
tion performance but best performance is achieved
when texture has more influence than color. The use
of cross-validation to optimize parameter settings is
crucial to obtain good final performance scores. The
paper contributes to texture evaluation by proposing
a new dataset. The dataset contains ten classes with
a wide variety in texture and color.

To our surprise SIFT and LBP together with color
provided an improved performance. Adding the two
texture cues gave an classification score improve-
ment of around 5%. Thus this shows that the com-
bined vocabulary of color and texture outperforms
the performance of individual vocabularies. The evi-
dence presented in this study also suggests that using
a combination of color and texture attributes is pow-
erful way of utilizing their complementary informa-
tion.

Furthermore, it would be interesting to fuse the
color and texture representations on the classifier
level. In that case a separate classifier could be used
for both features.
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